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# Performance measurement, Imbalance correction and Imputing missing values

### 1. Load the Wisconsin breast cancer dataset from blackboard

## -- Attaching packages -------------------------------------------- tidyverse 1.3.0 --

## <U+2713> ggplot2 3.2.1 <U+2713> purrr 0.3.3  
## <U+2713> tibble 2.1.3 <U+2713> dplyr 0.8.3  
## <U+2713> tidyr 1.0.0 <U+2713> stringr 1.4.0  
## <U+2713> readr 1.3.1 <U+2713> forcats 0.4.0

## -- Conflicts ----------------------------------------------- tidyverse\_conflicts() --  
## x dplyr::filter() masks stats::filter()  
## x dplyr::lag() masks stats::lag()

## Loading required package: lattice

##   
## Attaching package: 'caret'

## The following object is masked from 'package:purrr':  
##   
## lift

## Loading required package: rpart

## randomForest 4.6-14

## Type rfNews() to see new features/changes/bug fixes.

##   
## Attaching package: 'randomForest'

## The following object is masked from 'package:dplyr':  
##   
## combine

## The following object is masked from 'package:ggplot2':  
##   
## margin

## Loading required package: gplots

##   
## Attaching package: 'gplots'

## The following object is masked from 'package:stats':  
##   
## lowess

## Type 'citation("pROC")' for a citation.

##   
## Attaching package: 'pROC'

## The following objects are masked from 'package:stats':  
##   
## cov, smooth, var

## Loading required package: bitops

##   
## Attaching package: 'RCurl'

## The following object is masked from 'package:tidyr':  
##   
## complete

## Loaded gbm 2.1.5

## id\_number diagnosis radius\_mean texture\_mean perimeter\_mean area\_mean  
## 1 842302 M 17.99 10.38 122.80 1001.0  
## 2 842517 M 20.57 17.77 132.90 1326.0  
## 3 84300903 M 19.69 21.25 130.00 1203.0  
## 4 84348301 M 11.42 20.38 77.58 386.1  
## 5 84358402 M 20.29 14.34 135.10 1297.0  
## 6 843786 M 12.45 15.70 82.57 477.1  
## smoothness\_mean compactness\_mean concavity\_mean concave\_points\_mean  
## 1 0.11840 0.27760 0.3001 0.14710  
## 2 0.08474 0.07864 0.0869 0.07017  
## 3 0.10960 0.15990 0.1974 0.12790  
## 4 0.14250 0.28390 0.2414 0.10520  
## 5 0.10030 0.13280 0.1980 0.10430  
## 6 0.12780 0.17000 0.1578 0.08089  
## symmetry\_mean fractal\_dimension\_mean radius\_se texture\_se perimeter\_se  
## 1 0.2419 0.07871 1.0950 0.9053 8.589  
## 2 0.1812 0.05667 0.5435 0.7339 3.398  
## 3 0.2069 0.05999 0.7456 0.7869 4.585  
## 4 0.2597 0.09744 0.4956 1.1560 3.445  
## 5 0.1809 0.05883 0.7572 0.7813 5.438  
## 6 0.2087 0.07613 0.3345 0.8902 2.217  
## area\_se smoothness\_se compactness\_se concavity\_se concave\_points\_se  
## 1 153.40 0.006399 0.04904 0.05373 0.01587  
## 2 74.08 0.005225 0.01308 0.01860 0.01340  
## 3 94.03 0.006150 0.04006 0.03832 0.02058  
## 4 27.23 0.009110 0.07458 0.05661 0.01867  
## 5 94.44 0.011490 0.02461 0.05688 0.01885  
## 6 27.19 0.007510 0.03345 0.03672 0.01137  
## symmetry\_se fractal\_dimension\_se radius\_worst texture\_worst perimeter\_worst  
## 1 0.03003 0.006193 25.38 17.33 184.60  
## 2 0.01389 0.003532 24.99 23.41 158.80  
## 3 0.02250 0.004571 23.57 25.53 152.50  
## 4 0.05963 0.009208 14.91 26.50 98.87  
## 5 0.01756 0.005115 22.54 16.67 152.20  
## 6 0.02165 0.005082 15.47 23.75 103.40  
## area\_worst smoothness\_worst compactness\_worst concavity\_worst  
## 1 2019.0 0.1622 0.6656 0.7119  
## 2 1956.0 0.1238 0.1866 0.2416  
## 3 1709.0 0.1444 0.4245 0.4504  
## 4 567.7 0.2098 0.8663 0.6869  
## 5 1575.0 0.1374 0.2050 0.4000  
## 6 741.6 0.1791 0.5249 0.5355  
## concave\_points\_worst symmetry\_worst fractal\_dimension\_worst  
## 1 0.2654 0.4601 0.11890  
## 2 0.1860 0.2750 0.08902  
## 3 0.2430 0.3613 0.08758  
## 4 0.2575 0.6638 0.17300  
## 5 0.1625 0.2364 0.07678  
## 6 0.1741 0.3985 0.12440

### 2. How many missing data points are there?

sum(is.na(breast\_cancer)) #no missing values

## [1] 0

### In which columns are they missing?

which(is.na(breast\_cancer))

## integer(0)

### 3. Impute for the first column with missing values using the mean and round to an integer

breast\_cancer$radius\_mean[is.na(breast\_cancer$radius\_mean)]= round(mean(breast\_cancer$radius\_mean, na.rm=TRUE),digits = 0)

### 4. Impute for the second column with missing values using KNN with three nearest neighbors and round to integer

library(DMwR)

## Loading required package: grid

## Registered S3 method overwritten by 'quantmod':  
## method from  
## as.zoo.data.frame zoo

sec\_col=as.data.frame(breast\_cancer)  
breast\_cancer<-knnImputation(sec\_col,k=3,scale=T,meth="weighAvg",distData = NULL)  
dim(breast\_cancer) #There was no missing values

## [1] 569 32

### 5. Impute for the third column with missing values using a regression to predict the third column based on uniformity\_of\_cell\_shape, marginal\_adhesion and normal\_nucleoli. Round to integers.

### 6. Build a decision tree model to predict class using 80% training data and five fold cross validation with three repeats. Hint: Use method =" rpart" in caret

# Split the data into training and test set  
set.seed(123)  
training.samples <- breast\_cancer$diagnosis %>%   
 createDataPartition(p = 0.8, list = FALSE)  
train.data <- breast\_cancer[training.samples, ]  
test.data <- breast\_cancer[-training.samples, ]  
  
# Fit the model on the training set  
set.seed(123)  
model\_tree <- train(  
 diagnosis ~., data = train.data, method = "rpart",  
 trControl = trainControl("cv", number = 5),  
 tuneLength = 3  
)  
  
#visulize the decision tree  
prp(model\_tree$finalModel, box.palette = "Reds", tweak = 1.2)
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### 7. Show the accuracy results for each resample (fold) in the training data

model\_tree$results

## cp Accuracy Kappa AccuracySD KappaSD  
## 1 0.01764706 0.9188724 0.8272326 0.009676729 0.01958072  
## 2 0.02941176 0.9145246 0.8180973 0.015859232 0.03202774  
## 3 0.80588235 0.7386765 0.3202505 0.153817041 0.43857026

# Plot model accuracy vs different values of cp (complexity parameter)  
plot(model\_tree)
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### 8. Do the following performance measures for the test dataset

* (a).Compute all the accuracy measures (Accuracy, sensitivity, specificity etc)

# Make predictions on the test data  
predicted.classes=model\_tree%>% predict(test.data)  
# Compute model accuracy rate on test data  
mean(predicted.classes == test.data$diagnosis)

## [1] 0.9026549

#calculate sensitivity  
  
sensitivity(predicted.classes,test.data$diagnosis)

## [1] 0.9295775

#calculate specificity  
specificity(predicted.classes,test.data$diagnosis)

## [1] 0.8571429

* (b).Plot the ROC curve

library(ROCR)  
pred <- prediction(predict(model\_tree, type = "prob")[, 2],train.data$diagnosis)  
plot(performance(pred, "tpr", "fpr"))  
abline(0, 1, lty = 2)
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* (c).Plot the lift curve

perf <- performance(pred,"lift","rpp")  
plot(perf, main="lift curve", colorize=T)

![](data:image/png;base64,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)

* (d).Compute the AUC

auc = performance(pred, 'auc')  
slot(auc, 'y.values')

## [[1]]  
## [1] 0.9394282

### 9. Is the cancer data imbalanced by the class feature? What is the percentage of the majority class and the percentage of the minority class?

table(breast\_cancer$diagnosis) #calculates the class frequencies

##   
## B M   
## 357 212

tablature <- as.matrix(prop.table(table(breast\_cancer$diagnosis)) \* 100)  
tablature #gets the percentage: hence class "B" is the majority while class "M" is the minority

## [,1]  
## B 62.74165  
## M 37.25835

### 10. Now re-build the decision tree model above after correcting for imbalance using SMOTE.

# initialize imbalanced data  
imbal\_train=train.data  
imbal\_test=test.data  
  
# Set up control function for training  
ctrl <- trainControl(method = "repeatedcv",  
 number = 5,  
 repeats = 3,  
 classProbs = TRUE)

Build smote model

ctrl$sampling <- "smote"  
  
smote\_fit <- train(diagnosis ~ .,  
 data = imbal\_train,  
 method = "gbm",  
 verbose = FALSE,  
 metric = "ROC",  
 trControl = ctrl)  
smote\_fit

## Stochastic Gradient Boosting   
##   
## 456 samples  
## 31 predictor  
## 2 classes: 'B', 'M'   
##   
## No pre-processing  
## Resampling: Cross-Validated (5 fold, repeated 3 times)   
## Summary of sample sizes: 365, 364, 365, 365, 365, 365, ...   
## Addtional sampling using SMOTE  
##   
## Resampling results across tuning parameters:  
##   
## interaction.depth n.trees Accuracy Kappa   
## 1 50 0.9459229 0.8847245  
## 1 100 0.9583692 0.9113685  
## 1 150 0.9598105 0.9142149  
## 2 50 0.9590779 0.9126019  
## 2 100 0.9627090 0.9202105  
## 2 150 0.9649228 0.9249218  
## 3 50 0.9546584 0.9035574  
## 3 100 0.9605192 0.9155858  
## 3 150 0.9619764 0.9186721  
##   
## Tuning parameter 'shrinkage' was held constant at a value of 0.1  
##   
## Tuning parameter 'n.minobsinnode' was held constant at a value of 10  
## Accuracy was used to select the optimal model using the largest value.  
## The final values used for the model were n.trees = 150, interaction.depth =  
## 2, shrinkage = 0.1 and n.minobsinnode = 10.

### 11. Did any of the accuracy measures improve? If so, which ones?

model\_list <- list(original = model\_tree,  
 SMOTE = smote\_fit)  
  
#First Build custom AUC function to extract AUC from the caret model object  
test\_roc <- function(model, data) {  
 roc(data$diagnosis,  
 predict(model, data, type = "prob")[, "M"])  
}  
  
# Get the AUC for the original model with the original dataset.  
model\_tree %>%  
 test\_roc(data = test.data)%>%auc()

## Setting levels: control = B, case = M

## Setting direction: controls < cases

## Area under the curve: 0.9316

# Get the AUC for the SMOTE model with the Imbalanced dataset.  
smote\_fit %>%  
 test\_roc(data = imbal\_test)%>%auc()

## Setting levels: control = B, case = M  
## Setting direction: controls < cases

## Area under the curve: 1

# DATA WRANGLING

### 1. Install and load the library nycflights13

library(tidyverse)  
library(nycflights13)

### 2. Load the datasets/tables flights and airlines

airlines\_data <- airlines  
airports\_data <- airports  
flights\_data <- flights  
planes\_data <- planes  
weather\_data <- weather

### 3. Add full airline name from the airlines table to the flights table that keeps all the records in the flights table by using the appropriate join

### 4. Now add the destination latitude and longitude to the flights table from the airports table by using the appropriate join

# RESAMPLING

Load packages

library(rsample)   
library(purrr)  
library(dplyr)  
library(ggplot2)  
library(scales)

##   
## Attaching package: 'scales'

## The following object is masked from 'package:purrr':  
##   
## discard

## The following object is masked from 'package:readr':  
##   
## col\_factor

library(mlbench)  
library(kernlab)

##   
## Attaching package: 'kernlab'

## The following object is masked from 'package:scales':  
##   
## alpha

## The following object is masked from 'package:purrr':  
##   
## cross

## The following object is masked from 'package:ggplot2':  
##   
## alpha

library(sessioninfo)  
theme\_set(theme\_bw())  
library(RCurl)

Get the German Credit dataset from the UCI machine learning repository

## checking\_account month Credit\_history Purpose Credit\_amount Savings  
## 1 A11 6 A34 A43 1169 A65  
## 2 A12 48 A32 A43 5951 A61  
## 3 A14 12 A34 A46 2096 A61  
## 4 A11 42 A32 A42 7882 A61  
## 5 A11 24 A33 A40 4870 A61  
## 6 A14 36 A32 A46 9055 A65  
## employment Installment\_rate status Other\_debtors Present\_residence\_since  
## 1 A75 4 A93 A101 4  
## 2 A73 2 A92 A101 2  
## 3 A74 2 A93 A101 3  
## 4 A74 2 A93 A103 4  
## 5 A73 3 A93 A101 4  
## 6 A73 2 A93 A101 4  
## Property Age installment\_plans Housing X.credits Job X.people Telephone  
## 1 A121 67 A143 A152 2 A173 1 A192  
## 2 A121 22 A143 A152 1 A173 1 A191  
## 3 A121 49 A143 A152 1 A172 2 A191  
## 4 A122 45 A143 A153 1 A173 2 A191  
## 5 A124 53 A143 A153 2 A173 2 A191  
## 6 A124 35 A143 A153 1 A172 2 A192  
## foreign Cost\_Matrix  
## 1 A201 1  
## 2 A201 2  
## 3 A201 1  
## 4 A201 1  
## 5 A201 2  
## 6 A201 1

## Fit a SVM model to predict the type of credit (good or bad) with the following resampling techniques

#### 5 fold cross validation

* Data preparation, splitting and modelling

# First split the dataset  
set.seed(123)  
training.samples <-credit\_data$Cost\_Matrix %>%   
 createDataPartition(p = 0.8, list = FALSE)  
train.credit<-credit\_data[training.samples, ]  
test.credit<-credit\_data[-training.samples, ]  
  
  
# convert class variable into factor   
credit\_data$Cost\_Matrix=as.factor(credit\_data$Cost\_Matrix)  
  
  
# First split the dataset  
set.seed(123)  
training.samples <-credit\_data$Cost\_Matrix %>%   
 createDataPartition(p = 0.8, list = FALSE)  
train.credit<-credit\_data[training.samples, ]  
test.credit<-credit\_data[-training.samples, ]  
  
#Define training control and modelling  
train\_control <- trainControl(method="cv", number=5)  
model <- train(Cost\_Matrix~., data=train.credit, trControl=train\_control, method="svmLinear")  
# summarize results  
print(model)

## Support Vector Machines with Linear Kernel   
##   
## 800 samples  
## 20 predictor  
## 2 classes: '1', '2'   
##   
## No pre-processing  
## Resampling: Cross-Validated (5 fold)   
## Summary of sample sizes: 640, 640, 640, 640, 640   
## Resampling results:  
##   
## Accuracy Kappa   
## 0.72875 0.3246594  
##   
## Tuning parameter 'C' was held constant at a value of 1

# prediction  
pred=predict(model,newdata = test.credit)  
pred

## [1] 1 2 1 2 2 1 1 2 1 2 1 1 1 1 1 2 1 1 1 1 1 1 2 1 1 1 1 1 1 1 1 1 1 2 2 2 2  
## [38] 2 1 1 1 1 2 1 1 1 2 2 1 1 1 1 1 1 2 1 1 1 2 1 1 1 1 1 2 2 2 1 1 1 1 1 1 1  
## [75] 2 1 1 1 1 1 1 1 1 1 1 1 1 1 2 1 1 1 1 1 1 1 1 2 1 2 1 1 1 1 2 2 1 1 1 2 2  
## [112] 2 1 2 1 1 1 1 1 2 1 1 1 1 1 2 1 1 1 1 1 1 2 1 1 1 2 2 1 1 1 1 1 1 1 2 1 1  
## [149] 1 1 1 1 1 1 1 1 1 1 1 1 2 2 1 2 1 1 1 1 2 1 2 1 2 1 1 1 1 1 1 2 1 1 1 1 1  
## [186] 2 1 1 2 1 1 2 1 1 2 1 1 1 2 1  
## Levels: 1 2

* Show the accuracy for the training dataset

model$results

## C Accuracy Kappa AccuracySD KappaSD  
## 1 1 0.72875 0.3246594 0.02523329 0.05283238

* Show the accuracy results for each resample

model$resample

## Accuracy Kappa Resample  
## 1 0.70625 0.2964072 Fold1  
## 2 0.73125 0.2973856 Fold2  
## 3 0.75625 0.3709677 Fold3  
## 4 0.70000 0.2682927 Fold4  
## 5 0.75000 0.3902439 Fold5

* Show the accuracy for the test dataset

mean(pred == test.credit$Cost\_Matrix)

## [1] 0.77

* Which resampling method gives the best estimate of the test error?

#### 10 fold cross-validation with 3 repeats

* Modeling and prediction

# define training control  
train\_control2 <- trainControl(method="repeatedcv", number=10, repeats=3)  
model2<-train(Cost\_Matrix~.,data=train.credit,trControl=train\_control2, method="svmLinear")  
# summarize results  
print(model2)

## Support Vector Machines with Linear Kernel   
##   
## 800 samples  
## 20 predictor  
## 2 classes: '1', '2'   
##   
## No pre-processing  
## Resampling: Cross-Validated (10 fold, repeated 3 times)   
## Summary of sample sizes: 720, 720, 720, 720, 720, 720, ...   
## Resampling results:  
##   
## Accuracy Kappa   
## 0.7420833 0.3454704  
##   
## Tuning parameter 'C' was held constant at a value of 1

pred2=predict(model2,newdata = test.credit)  
pred2

## [1] 1 2 1 2 2 1 1 2 1 2 1 1 1 1 1 2 1 1 1 1 1 1 2 1 1 1 1 1 1 1 1 1 1 2 2 2 2  
## [38] 2 1 1 1 1 2 1 1 1 2 2 1 1 1 1 1 1 2 1 1 1 2 1 1 1 1 1 2 2 2 1 1 1 1 1 1 1  
## [75] 2 1 1 1 1 1 1 1 1 1 1 1 1 1 2 1 1 1 1 1 1 1 1 2 1 2 1 1 1 1 2 2 1 1 1 2 2  
## [112] 2 1 2 1 1 1 1 1 2 1 1 1 1 1 2 1 1 1 1 1 1 2 1 1 1 2 2 1 1 1 1 1 1 1 2 1 1  
## [149] 1 1 1 1 1 1 1 1 1 1 1 1 2 2 1 2 1 1 1 1 2 1 2 1 2 1 1 1 1 1 1 2 1 1 1 1 1  
## [186] 2 1 1 2 1 1 2 1 1 2 1 1 1 2 1  
## Levels: 1 2

* Show the accuracy for the training dataset

model2$results

## C Accuracy Kappa AccuracySD KappaSD  
## 1 1 0.7420833 0.3454704 0.03973014 0.1014029

* Show the accuracy results for each resample

model2$resample

## Accuracy Kappa Resample  
## 1 0.7250 0.2567568 Fold01.Rep1  
## 2 0.7125 0.3072289 Fold02.Rep1  
## 3 0.7875 0.5000000 Fold03.Rep1  
## 4 0.7500 0.3902439 Fold04.Rep1  
## 5 0.7125 0.2901235 Fold05.Rep1  
## 6 0.7125 0.2333333 Fold06.Rep1  
## 7 0.7500 0.3243243 Fold07.Rep1  
## 8 0.8000 0.5238095 Fold08.Rep1  
## 9 0.7750 0.4078947 Fold09.Rep1  
## 10 0.7000 0.1891892 Fold10.Rep1  
## 11 0.7500 0.4047619 Fold01.Rep2  
## 12 0.6750 0.2441860 Fold02.Rep2  
## 13 0.7375 0.2808219 Fold03.Rep2  
## 14 0.7375 0.3000000 Fold04.Rep2  
## 15 0.7875 0.4480519 Fold05.Rep2  
## 16 0.7375 0.3354430 Fold06.Rep2  
## 17 0.6750 0.1666667 Fold07.Rep2  
## 18 0.8125 0.5370370 Fold08.Rep2  
## 19 0.7625 0.3987342 Fold09.Rep2  
## 20 0.7375 0.3181818 Fold10.Rep2  
## 21 0.7375 0.3181818 Fold01.Rep3  
## 22 0.7125 0.2901235 Fold02.Rep3  
## 23 0.8250 0.5625000 Fold03.Rep3  
## 24 0.7125 0.2901235 Fold04.Rep3  
## 25 0.7750 0.3571429 Fold05.Rep3  
## 26 0.7500 0.3589744 Fold06.Rep3  
## 27 0.7500 0.3421053 Fold07.Rep3  
## 28 0.7875 0.4620253 Fold08.Rep3  
## 29 0.6875 0.2283951 Fold09.Rep3  
## 30 0.6875 0.2977528 Fold10.Rep3

* Show the accuracy for the test dataset

mean(pred2 == test.credit$Cost\_Matrix)

## [1] 0.77

* Which resampling method gives the best estimate of the test error?

#### Leave group out with 5 iterations and 85% data used for training define training control

* Split the dataset 85% training and 15% testing, modeling

set.seed(123)  
training.samples <-credit\_data$Cost\_Matrix %>%   
 createDataPartition(p = 0.85, list = FALSE)  
train.data<-credit\_data[training.samples, ]  
test.data<-credit\_data[-training.samples, ]  
  
# Modelling  
train\_control3 <- trainControl(method="LOOCV")  
# train the model  
model3<-train(Cost\_Matrix~.,data=train.data,trControl=train\_control3, method="svmLinear")  
# summarize results  
print(model3)

## Support Vector Machines with Linear Kernel   
##   
## 850 samples  
## 20 predictor  
## 2 classes: '1', '2'   
##   
## No pre-processing  
## Resampling: Leave-One-Out Cross-Validation   
## Summary of sample sizes: 849, 849, 849, 849, 849, 849, ...   
## Resampling results:  
##   
## Accuracy Kappa   
## 0.7447059 0.3522388  
##   
## Tuning parameter 'C' was held constant at a value of 1

* Prediction

pred3=predict(model3,newdata=test.data)  
pred3

## [1] 1 2 1 2 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 1 2 1 1 2 1 1 1 1 2 1 1 1 1  
## [38] 1 1 1 2 1 2 1 1 1 2 2 1 1 1 1 2 1 2 1 1 1 1 1 1 1 1 1 1 1 2 1 1 1 1 1 2 1  
## [75] 1 1 1 1 1 2 1 1 1 1 1 2 1 1 2 1 1 1 2 1 1 1 1 1 1 2 1 1 1 1 1 2 1 2 1 1 2  
## [112] 1 1 1 1 1 2 1 1 2 1 1 1 1 1 1 1 2 1 1 1 2 1 1 2 1 1 1 1 1 1 1 1 1 2 2 2 1  
## [149] 1 1  
## Levels: 1 2

* Show the accuracy for the training dataset

model3$results

## C Accuracy Kappa  
## 1 1 0.7447059 0.3522388

* Show the accuracy results for each resample

model3$resample

## NULL

* Show the accuracy for the test dataset

mean(pred3 == test.credit$Cost\_Matrix)

## [1] 0.66

* Which resampling method gives the best estimate of the test error?

#### Bootstrap with 25 iterations

* Modeling and prediction

# Bootstrap with 25 iterations  
# define training control  
train\_control4 <- trainControl(method="boot", number=25)  
# train the model  
model4 <- train(Cost\_Matrix~.,data=train.credit,trControl=train\_control4,method="svmLinear")  
# summarize results  
print(model4)

## Support Vector Machines with Linear Kernel   
##   
## 800 samples  
## 20 predictor  
## 2 classes: '1', '2'   
##   
## No pre-processing  
## Resampling: Bootstrapped (25 reps)   
## Summary of sample sizes: 800, 800, 800, 800, 800, 800, ...   
## Resampling results:  
##   
## Accuracy Kappa   
## 0.7234505 0.3090998  
##   
## Tuning parameter 'C' was held constant at a value of 1

# Prediction  
pred4=predict(model4,newdata=test.credit)  
pred4

## [1] 1 2 1 2 2 1 1 2 1 2 1 1 1 1 1 2 1 1 1 1 1 1 2 1 1 1 1 1 1 1 1 1 1 2 2 2 2  
## [38] 2 1 1 1 1 2 1 1 1 2 2 1 1 1 1 1 1 2 1 1 1 2 1 1 1 1 1 2 2 2 1 1 1 1 1 1 1  
## [75] 2 1 1 1 1 1 1 1 1 1 1 1 1 1 2 1 1 1 1 1 1 1 1 2 1 2 1 1 1 1 2 2 1 1 1 2 2  
## [112] 2 1 2 1 1 1 1 1 2 1 1 1 1 1 2 1 1 1 1 1 1 2 1 1 1 2 2 1 1 1 1 1 1 1 2 1 1  
## [149] 1 1 1 1 1 1 1 1 1 1 1 1 2 2 1 2 1 1 1 1 2 1 2 1 2 1 1 1 1 1 1 2 1 1 1 1 1  
## [186] 2 1 1 2 1 1 2 1 1 2 1 1 1 2 1  
## Levels: 1 2

* Show the accuracy for the training dataset

model4$results

## C Accuracy Kappa AccuracySD KappaSD  
## 1 1 0.7234505 0.3090998 0.02226505 0.05945441

* Show the accuracy results for each resample

model4$resample

## Accuracy Kappa Resample  
## 1 0.7299035 0.3083766 Resample01  
## 2 0.7296417 0.2990675 Resample02  
## 3 0.7368421 0.3891985 Resample03  
## 4 0.6833333 0.2196057 Resample04  
## 5 0.7108844 0.2802005 Resample05  
## 6 0.7142857 0.3128834 Resample06  
## 7 0.7474048 0.3303603 Resample07  
## 8 0.6966667 0.2448551 Resample08  
## 9 0.7591973 0.3581778 Resample09  
## 10 0.7374101 0.3473339 Resample10  
## 11 0.6962457 0.2539410 Resample11  
## 12 0.6777409 0.2009360 Resample12  
## 13 0.7185430 0.3426376 Resample13  
## 14 0.7552448 0.3844546 Resample14  
## 15 0.7442623 0.3815317 Resample15  
## 16 0.7216495 0.2462345 Resample16  
## 17 0.7214765 0.3513244 Resample17  
## 18 0.7375415 0.3716407 Resample18  
## 19 0.6794872 0.1580311 Resample19  
## 20 0.7242525 0.3272022 Resample20  
## 21 0.7333333 0.3228373 Resample21  
## 22 0.7404844 0.3100430 Resample22  
## 23 0.7241379 0.3349005 Resample23  
## 24 0.7353952 0.3241336 Resample24  
## 25 0.7308970 0.3275876 Resample25

* Show the accuracy for the test dataset

mean(pred4 == test.credit$Cost\_Matrix)

## [1] 0.77

# Which resampling method gives the best estimate of the test error?